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KKEEYYWWOORRDDSS                                  ABSTRACT 
 

 

The clustering problem under the criterion of minimum sum of squares 

is a non-convex and non-linear program, which possesses many locally 

optimal values, resulting that its solution often falls into these trap and 

therefore cannot converge to global optima solution. In this paper, an 

efficient hybrid optimization algorithm is developed for solving this 

problem, called Tabu-KM. It gathers the optimization property of tabu 

search and the local search capability of k-means algorithm together. 

The contribution of proposed algorithm is to produce tabu space for 

escaping from the trap of local optima and finding better solutions 

effectively. The Tabu-KM algorithm is tested on several simulated and 

standard datasets and its performance is compared with k-means, 

simulated annealing, tabu search, genetic algorithm, and ant colony 

optimization algorithms. The experimental results on simulated and 

standard test problems denote the robustness and efficiency of the 

algorithm and confirm that the proposed method is a suitable choice 

for solving data clustering problems. 
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11..  IInnttrroodduuccttiioonn

∗∗∗∗
  

 Clustering is an important process in engineering 

and other fields of scientific research. It is the process 

of grouping patterns into a number of clusters, each of 

which contains the patterns that are similar to each 

other according to a specified similarity measure. 

Clustering is a sequential process, which takes data as a 

raw material and produces clusters as a result without 

any predetermined goal [16]. 

To analyze the clusters, the objects are represented by 

points in N-dimensional space, where the objects of the 

vector are values for the attributes of the object and the 

objective is to classify these points into K clusters such 

that a certain similarity measure is optimized.  
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We consider clustering problem stated as follows: 

given N objects in , allocate each object to one of K 

clusters such that the sum of squared Euclidean 

distances between each object and the center of 

belonging cluster is minimized. The clustering problem 

can be mathematically described as follows:  
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=
=∑  , i = 1,…, N. If object xi allocated to 

cluster Cj, then  is equal to 1; otherwise is equal 

to 0. In equation 1, N denotes the number of objects, K 

denotes the number of clusters, X={x1,x2,…,xN} denotes 

the set of N objects, C ={c1,…,cK} denotes the set of K 
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clusters, and W denotes the  0-1 matrix. Cluster 

center cj is calculated as follows: 

 

1
,    1,...,

i j

j j

x cj

c x j k
n ∈

= =∑ 
(2)  

 

Where nj denotes the number of objects belonging to 

cluster cj. It is known that this clustering problem is a 

non-convex and non-linear which possess many locally 

optimal values, resulting that its solution often falls 

into these traps [24]. k-Means algorithm is one of the 

popular center based algorithms [18] which proved to 

fail to convergence to a local minimum under certain 

condition. The criterion it uses minimizes the total 

mean squared distance from each point in N to that 

point’s closest center in K. However there are two main 

problems for k-means method [21] and [19]. First is 

that the algorithm depends on the initial states and the 

value of K. Second problem is that it is easily 

converges to some local optima which is much worse 

than the desired global optima solution.  

In this paper, a new efficient algorithm is designed and 

implemented based on tabu search approach for 

escaping from local optima. The key idea of proposed 

algorithm is to produce tabu space and select new 

center of cluster from the objects not in tabu space. 

Then the k-means algorithm is run to local search. 

This paper is organized as follows: the tabu search 

approach for clustering and also related works are 

reviewed in section 2. In section 3, we propose the 

Tabu-KM algorithm and give detailed descriptions. 

Section 4 presents experimental results with simulated 

and standard datasets that show our method 

outperforms some other methods. Finally, conclusions 

of the current work are reported in section 5. 

 
2. Tabu Search Approach for Clustering 
Metaheuristic algorithms can be used to find very 

high-quality solutions to hard optimization problems in 

a reasonable time without being able to guarantee 

optimality [14]. They often come out as a result of 

imitation of the real world. Tabu search algorithm [22] 

is among those solution-based metaheuristic algorithms 

which start from an initial solution maybe randomly 

generated. Continue the search process by performing 

some transformation to the solution and corresponding 

values of the objective function. In its simple form, 

choose the next potential solution in a random way and 

in its evolutionary form; it explores the neighborhood 

in a systematic manner based on a logic in order to 

improve the quality of the solution.  

 
2.1. Tabu Search 

Tabu search [7] and [22, 23] is based on a local or 

neighborhood search procedure with local optima 

avoidance but in a rather deterministic way. The key 

idea of tabu search is the acceptance of non-improving 

neighboring solutions. In order to avoid returning to 

the local optimal solution just visited, the reverse move 

must be forbidden. This is done by short term memory 

called tabu list.  

The basic components of the TS algorithm are defined 

as follows: 

1. Configuration is an assignment of values to 

variables. It is a solution to the optimization problem. 

2. Move is a specific procedure for getting a trial 

solution, which is feasible to the optimization problem 

that is related to the current configuration. 

3. Search space and neighborhood is the set of all 

neighbors, which are the adjacent solutions that can be 

reached from any current configuration. It may also 

include neighbors that don’t satisfy the given 

customary feasible conditions.  

4. Candidate subset is a subset of the neighborhood. It 

is to be examined instead of the entire neighborhood, 

especially for large problems where the neighborhoods 

have many elements. 

5. Tabu restrictions are constraints that prevent the 

chosen moves to be reversed or repeated. They play a 

memory role for the search by making the forbidden 

moves as tabu. The tabu moves are stored in a list, 

called tabu list. 

6. Aspiration criteria are rules that determine when the 

tabu restrictions can be overridden, thus removing a 

tabu classification otherwise applied to a move. If a 

certain move is forbidden by some tabu restrictions 

then the aspiration criteria, when satisfied, can make 

this move allowable.  

Simple TS as described above can sometimes 

successfully solve difficult problems, but in most 

cases, additional elements have to be included in the 

search strategy to make it fully effective. These 

elements are intensification and diversification. 

1. Intensification: The idea behind the concept of 

search intensification is that, as an intelligent human 

being would probably do, one should explore more 

thoroughly the portions of the search space that seem 

“promising” in order to make sure that the best 

solutions in these areas are indeed found. 

2.  Diversification: One of the main problems of all 

methods based on local search approaches, and this 

includes TS in spite of the beneficial impact of tabus, is 

that they tend to be too local, they tend to spend most, 

if not all, of their time in a restricted portion of the 

search space. Diversification is used to lead the search 

into new regions of the solution space. 

 
2.2. Related Works 

In recent years, the various metaheuristic 

algorithms are used to solve clustering problem so as to 

avoid converging in local optima solutions. Clustering 

algorithms may be improved through the following 

methods: (1) determination of initial parameters, (2) 

changing the base algorithm, and (3) combination of 
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clustering algorithm with other metaheuristic 

algorithms. 

Al-sultan (1995) [1] employed the string-of group-

numbers encoding and proposed a tabu search-based 

clustering (TSC) algorithm for clustering problem. 

After a specified number of iterations, the best 

obtained solution is viewed as the clustering result. Al-

sultan and Fedjki (1997) [3] used tabu search to solve 

the fuzzy clustering problem.  

Sung and Jin (2000) [20] presented a heuristic 

algorithm to partition datasets with non overlapping 

clusters by combining tabu search and two functional 

procedures, packing procedure and releasing 

procedure.  

Liu et al. (2008) [12] presented a tabu search based 

clustering approach called TS-Clustering to deal with 

the minimum sum of square clustering problem. In this 

algorithm, five improvement operations and three 

neighborhood modes are given.  

The improvement operation is used to enhance the 

clustering solution obtained in process of iterations and 

the neighborhood mode is used to create the 

neighborhood of tabu search. Their method uses the 

generalized string property to group similar objects 

together and set up the initial solution. Then the 

releasing procedure separates packed elements from 

each other so as to promote the effectiveness of the 

solution search. Sung and Jin (2000) [20] is employed 

tabu search as a sub-module to improve the solution so 

as to avoid the reallocation trial of packed elements 

trapping in local minima. Al-sultan and Khan (1996) 

[2] compared four clustering algorithms and found that 

the tabu search and other metaheuristic algorithms 

based clustering methods are comparable in terms of 

the solution quality and better than the k-means 

algorithm. 

Since k-means is computationally attractive, the 

combination of k-means and tabu search is suitable for 

the clustering problem. Liu et al. (2005) [11] presented 

a tabu search based clustering method called k-means 

tabu clustering (KTC).  

KTC owns the same time complexity as TSC and gets 

better results sooner than TSC. Gungor et al. (2008) [8] 

developed k-Harmonic means data clustering which 

used tabu search method (tabuKHM) to solve the 

initialization problem trapping to the local minima of 

this algorithm.  

Pan et al. (2007) [15] proposed a framework of 

automatic clustering algorithms called ETSAs that do 

not require users to give each possible value of 

required parameters including the number of clusters. 

ETSAs treat the number of clusters as a variable, and 

evolve it to an optimal number. It is seen that the 

clustering results are improved by the combinations of 

the metaheuristic and k-means algorithms [5, 6] and [9, 

10] and [13]. 

In this paper, our aim is to design and implement a new 

hybrid algorithm using tabu search and k-means 

method for clustering problem. The proposed 

algorithm improves the objective function values of k-

means by investigating search space through the 

structure of tabu search. The new idea in this paper is 

producing tabu space for escaping from the trap of 

local optima and finding better solutions effectively. 

 
3. The Tabu-KM Algorithm 

In this paper, new algorithm has observed the 

architecture of tabu search. Based on the structure of 

tabu search, the hybrid algorithm of Tabu-KM is 

designed and implemented.  

The new algorithm gathers the optimization property of 

tabu search and the local search capability of k-means 

algorithm together. In proposed algorithm, the 

spherical tabu space around the best-so-far solution is 

produced in each repetition of algorithm. Moreover, 

other objects, which are not in tabu space, are 

permitted to choose as center of new cluster. This 

object has the least radius of best-so-far center. This 

causes escaping from the trap of local optima and 

finding better solutions effectively. 

 
3.1 The Elements of Tabu-KM Algorithm 

We will now detail the algorithm used in our 

study, starting with a short description of five basic 

components. 

Configuration is a solution or an assignment of values 

to variables. At the beginning of the algorithm, k-

means algorithm generates a feasible solution. Then, 

the centroids of all clusters are calculated. After that, 

clusters are selected sequentially in order to generate 

new solution though the logic of algorithm. The center 

of selected cluster is considered as the starting point of 

algorithm.  

There are two types of tabus in the Tabu-KM 

algorithm. They are tabu space and tabu list. The key 

idea of tabu search in the Tabu-KM algorithm is the 

use of tabu space for containing forbidden centers of 

current cluster. The two strategies for implementing 

tabu spaces are investigated: 

• Static strategy. This strategy considers the spherical 

space around the center of cluster with fixed radius as 

tabu space called neighborhood radius. All points in 

this space are forbidden to choose as center of cluster. 

All objects in tabu space area are added to tabu list. If 

the algorithm could not escape from local optima, the 

radius is increased with a fixed value. In this strategy, 

the radius is a parameter which is difficult to be tuned 

for practical problems. Also, the clustering result is 

highly dependent on this parameter. 

• Dynamic strategy. This strategy considers the 

spherical space around the center of cluster with 

dynamic radius as tabu space. In dynamic strategy, the 

radius of tabu space is computed based on the distance 

between the object and center of cluster, which is least. 
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If the algorithm could not escape from local optima, 

the radius is increased by selecting the next nearest 

object to the center of cluster, which is not in tabu 

space. 

After making or extending tabu space, an object 

located out of tabu space is selected as a new center of 

cluster. After an iteration of algorithm, it is 

investigated if the center of cluster is going back to 

tabu space or not. In case the new cluster center is in 

tabu space, it means that we are in local optima 

condition and we should change movement direction 

by restricting the reselection of this object as the 

cluster center. In case the new cluster center is not in 

tabu space, the direction of next movement will be 

determined according to the objective function value as 

well as determination of improvement or non-

improvement of solution. An example of the tabu space 

in the static strategy is illustrated in Fig. 1. In Fig. 1(a) 

the static strategy makes a tabu space with 

neighborhood radius called . If the algorithm could 

not escape from local optima, the radius is increased 

with a fixed value . Then tabu space is extended with 

new radius  (see Fig. 1(b)). Fig. 2(a) shows 

the dynamic strategy to make a tabu space. The radius 

of tabu space, as r, is computed based on the least 

distance between the object and center of cluster. If the 

algorithm could not escape from local optima, the 

radius, as ŕ and ř, is increased by selecting the next 

nearest object to the center of cluster which is not in 

tabu space, as shown in Fig. 2(b). 
 

 

(a) Making tabu space 

 

(b) Extending tabu space 

Fig. 1. An example of tabu space in static strategy 

 

(a) Making tabu space 

 

(b) Extending tabu space 

Fig. 2. An example of tabu space in dynamic 

strategy 

 
A move is a process of generating a feasible solution to 

the problem that is related to the current solution. The 

duty of this generator is to select the new center of 

cluster from the objects in the neighborhood of current 

cluster center, which is not in tabu space. Then, the k-

means algorithm is performed to generate new 

solution. The three strategies for candidate moves in 

clusters are investigated. 

(a) Move to closest object to the center of k-means 

solution: the spherical space around the center of 

selected k-means algorithm is investigated. In this 

strategy, the radius of spherical search space is 

increased according to the distance of the object to the 

center of initial k-means cluster. 

(b) Move to closest object to the center of current 

solution: the spherical space around the current center 

of cluster is investigated. The new center of cluster is 

selected from the objects in the neighborhood of 

current center, which is not in tabu space. It should be 

considered that current solution is not always better 

solution. As a result, a feasible solution is generated 

through the different direction of search space. 

(c) Move to closest object to the center of best-so-far 

solution: the spherical space around the cluster center 

of best-so-far solution is investigated. In this strategy, 
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the radius of spherical search space is increased to 

permit other objects not in tabu space, selected as 

center of new cluster. In fact, after finding better 

solution, the spherical space is considered around the 

center of best-so-far solution, which might be in 

different direction of search space.  

In our experiment, given the above strategies, “move to 

closest object to the center of best-so-far solution” is 

chosen to investigate search space around the center of 

best-so-far solution. In this strategy, intensification 

search is utilized to extend search space to explore 

more spaces that seems better solutions would 

probably find.  

After each performing of k-means in Tabu-KM 

algorithm, if the new center of cluster is in tabu space, 

the value of solution is computed according to the 

objective function. If the solution has improved the 

value of best solution generated so far, the solution is 

accepted as best-so-far solution. In fact, although we 

came back to tabu space and we should restrict the 

reselection of this object as the cluster center, because 

of satisfying the aspiration criterion, the best-so-far 

solution is updated by the current solution. 

The process is stopped when all clusters are 

investigated sequentially and no improvement is 

achieved in the best-so-far solution. In the investigation 

of each cluster, the centers of other clusters may be 

changed, so it is necessary to reinvestigate of all 

clusters to find better solution.  

 
3.2. Specification of the Tabu-KM Algorithm 

The Tabu-KM algorithm included two parts: main 

loop of algorithm and the second part which we named 

Escape_Local_Optima(). However, before we state our 

algorithm, we need to introduce some notation: 

• K: the number of clusters. 

• Max_Tabu: the maximum number of extending tabu 

space for each cluster. 

• K_Cluster: the counter of cluster is being processed. 

• Jb: the objective function value of the best-so-far 

solution Sb. 

• Cb(K_Cluster): the center of cluster by K_Cluster 

counter of the best-so-far solution Sb. 

• Checked[ ]: A logical array with K elements. The ith 

element is equal to true when ith cluster is processed, 

and false, otherwise. At the beginning of algorithm, set 

all elements with false value.  

• Tabu_Extend: the current number of extending tabu 

space. 

• Tabu_List[]: an array which denotes tabu objects. 

• Tabu_Space: the area of search space, which is tabu. 

The main loop of Tabu-KM algorithm is implemented 

as follows: 

Step 1: Initialize Checked[]=false for all elements and 

K_Cluster=1. 

Step 2: Perform k-means algorithm. Let Sc be an initial 

solution by k-means algorithm and Jc be the 

corresponding objective function value of the current 

solution computed using equation (1) and (2).  

Let Sb=Sc and Jb=Jc. 

Let Cb(K_Cluster) = Cc(K_Cluster) which 

Cc(K_Cluster) denotes the center of cluster by 

K_Cluster counter of cuurent solution. 

Step 3: Call Escape_Local_Optima(). 

Step 4: Let Checked[K_Cluster]=true.  

Step 5: If Jc < Jb, (best solution is improved) Then Set 

Checked[i] with false for all elements except i = 

K_Cluster.  

Step 6: K_Cluster=K_Cluster+1. 

Step 7: If K_Cluster > K Then K_Cluster=1. 

Step 8: If Checked[K_Cluster] = true Then Stop, 

otherwise go to step 3. 

 

The Escape_Local_Optima() algorithm is implemented 

as follows: 

Step 1: Initialize Tabu_Extend=1. 

Step 2:  Make (or extend) a Tabu_Space around the 

Cb(K_Cluster) which the radius is the closest object to 

the center of Sb as Oi with least distance of center of 

cluster as d, if  is not in tabu space. 

 Tabu_Space = Tabu_Space ∪  Oi 

 Tabu_Extend = Tabu_Extend + 1. 

Step 3:  Let Ci(K_Cluster) = Oi and perform k-means 

algorithm to find new solution Sc according to 

the objective function value Jc. and 

Ci(K_Cluster) as the center of current 

solution. 

Step 4: 

If Ci(K_Cluster) located in Tabu_Space (is in tabu 

space) and Jc < Jb (the current solution satisfies the 

aspiration criterion), Then let Sb = Sc , Jb = Jc, 

Cb(K_Cluster)=Ci(K_Cluster), Empty Tabu_Space and 

Delete Tabu_List and set Tabu_Extend=1, then  go to 

step 5. 

If Ci(K_Cluster) located in Tabu_Space (is in tabu 

space) and Jc > Jb, Then 

Tabu_Extend=Tabu_Extend+1, and go to step 5. 

If Ci(K_Cluster) ∉Tabu_Space (is not in tabu space) 

and Jc < Jb Then let Sb = Sc and Jb = Jc, 

Cb(K_Cluster)= Ci(K_Cluster), Empty Tabu_Space, 

and Delete Tabu_List, and set Tabu_Extend=1, go to 

step 5.  
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If Ci(K_Cluster) ∉Tabu_Space (is not in tabu space) 

and Jc > Jb Then Tabu_Extend=Tabu_Extend+1 and go 

to step 5.  

Step 5: If Tabu_Extend > Max_Tabu , Then return to 

main loop of Tabu-KM algorithm. 

In addition, the flow diagram of 

Escape_Local_Optima() is shown in Fig. 3. 

 

 

Fig. 3. Escape_Local_Optima() algorithm flow 

diagram 

 
4. Experimental Studies 

The new algorithm is coded in visual basic and 

tested on a computer with 2 GHz CPU and 1 GB 

memory on several datasets. To evaluate the 

performance of the algorithm, two groups of simulated 

and standard datasets are used. The employed measure 

for all datasets is the Euclidean distance, which 

computes the sum of squared deviations between all 

data objects as X and their belonging cluster center as 

C. 

2 2

1 1 2 1

1

2 2
1

( , ) (| | | | ...

                 | | ) .

i j i j i j

ip j

d x c x c x c

x c

= − + − +

+ −

 (3)  

 

By the way, all datasets are normalized according to 

(5). It is performed by a linear transformation on the 

original data. In fact, the attribute data are scaled so as 

fall within a small specified range 0 to 1.    

 
min( )

max( ) min( )

i
i

x x
x

x x

−
′ =

−
 (4)  

 
The comparison of results for each dataset is based on 

the best, average and worst values of the clustering 

metric (FBest , FAvrg , Fworst ) after 100 runs for each of 

the algorithm. The results of proposed algorithm are 

compared with five other algorithms for their 

effectiveness and efficiency. They include k-means, 

simulated annealing, tabu search, genetic algorithm, 

and ant colony optimization algorithms.  

 
4.1. Simulated Problems 

The effectiveness of any clustering algorithm is 

usually dependent on datasets. In this paper, the design 

strategy is adapted to generate our test dataset by 

incorporating several design factors including number 

of objects, number of clusters and number of 

dimensions similar to Sung and Jin (2000) [12]. The 

simulated test problems are randomly generated in  

where the data sets have 100 records and three 

dimensional.  

As we discuss below, the simulated problems are 

selected from a bigger set of generated problems. 

First, we generated different 100 random problems. 

Then, we solve them by k-means algorithm 1000 times. 

Because the initial cluster centers are selected 

randomly, in each run of k-means algorithm, we get 

different solutions.  

Finally, we selected 10 problems that they have more 

diverse solutions. It means we choose the problems 

that they have more local optima. Consequently, the 

ten selected problems are most difficult problems 

among those 100 random problems. 

Some test problems were generated for tuning of Tabu-

KM parameters. Important parameter in our algorithm 

is Max_Tabu, which is the number of extending of tabu 

space. After testing different values, we finally choose 

“the ten percent of all objects” for this parameter. 

The results obtained by the Tabu-KM algorithm and a 

comparison with the k-means algorithm for simulated 

problems mentioned in table 1.  

The Tabu-KM and k-means algorithms were run a 

hundred times and considered the worst, average and 

best results. The percentage of improvement is 

computed by comparing the average results of k-means 
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and Tabu-KM algorithms. The %Improve is defined 

as= 

 
%Improve = 

( ) ( )
( ) 100

( )

Avg Avg

Avg

F Tabu KM F k means
ABS

F k means

− − −
×

−

 
(5)  

 
Tab. 1. Results obtained by Tabu-KM algorithm for 

10 simulated datasets 
Tabu-KM K-means 

%Improve 

(Favrg) 
FWorst FAvrg FBest FWorst FAvrg FBest 

DataSet 

3.37 6.06 5.74 5.69 6.55 5.94 5.69 SD1 

1.97 5.48 5.48 5.48 6.39 5.59 5.48 SD2 

0.65 6.46 6.13 5.97 6.66 6.17 5.97 SD3 

2.19 6.71 6.24 6.12 6.77 6.38 6.12 SD4 

2.67 6.07 5.84 5.78 6.68 6.00 5.78 SD5 

3.15 6.20 5.84 5.82 7.08 6.03 5.82 SD6 

1.74 7.11 6.22 6.08 7.51 6.33 6.08 SD7 

3.18 5.48 5.48 5.48 7.04 5.66 5.48 SD8 

3.19 5.62 5.47 5.45 6.69 5.65 5.45 SD9 

0.18 5.47 5.46 5.46 5.53 5.47 5.46 SD10 

2.20 6.06 5.79 5.73 6.69 5.92 5.73 Average 

 

Comparing results with k-means, we notice that Tabu-

KM algorithm would be able to improve the result of k-

means algorithm and generate solution close to best 

solution in most of the iterations. By comparing the 

average and worst solution values of proposed 

algorithm with k-means, we notice that Tabu-KM 

algorithm would be able to improve the result of k-

means algorithm and generate solution close to best 

solution in most of the iterations. The comparison 

result is shown in Fig. 4. 

 

Fig. 3. A comparison of k-means, Tabu-KM and 

Best solution for simulated datasets 
 

4.2. Standard Problems 

Many authors have considered the iris and human 

thyroid disease datasets from the UCI repository of 

machine learning, as data-clustering problems to study 

and evaluate the performance of their algorithms [4].  

Iris dataset contains of N=150 of samples of three iris 

flowers (K=3) as Virginica, Setoza, and Versicolor. 

Each object is defined by four attributes as: sepal 

length, sepal width, petal length, and petal width (n=4).  

Thyroid dataset categories of N=215 samples of 

patients suffering from three human thyroid diseases, 

(K=3) as: euthyroid, hyperthyroidism and 

hypothyroidism patients where 150 individuals are 

tested euthyroid thyroid, 30 patients are experienced 

hyperthyroidism thyroid while 35 patients are suffered 

by hypothyroidism thyroid. Each individual was 

characterized by the result of five laboratory tests (n=5) 

as: total serum thyroxine, total serium tri-

iodothyronine, serum tri-iodothyronine resin uptake, 

serum thyroid-stimulating hormone (TSH), and 

increase TSH after injection of TSH-releasing 

hormone. The effectiveness of stochastic algorithms is 

greatly dependent on the generation of initial solutions. 

The results obtained by the new algorithm and a 

comparison with the k-Means algorithm for Iris and 

Thyroid datasets are mentioned in table 2.  
 

Tab. 2. Results obtained by Tabu-KM algorithm for Iris and Thyroid datasets 
Tabu-KM k-means 

%Improve 

(average) 
FBest            FAvrg                 FWorst FBest              FAvrg            FWorst D

a
ta

se
t 

4.5 78.94            86.61          104.88 78.94            90.51          145.28 

Ir
is

 

0.87 9402.75       10162.13     10340.63 10151.83       10251.19      10411.28 

T
h

y
ro

id
 

 

Tab. 3. Results obtained on Iris dataset 

Method FBest FAvrg FWorst CPU Time(s) 

ACO 97.100777 97.171546 97.808466 33.72 

GA 113.986503 125.197025 139.778272 105.53 

TS 97.365977 97.868008 98.569485 72.86 

SA 97.100777 97.136425 97.263845 95.92 

Tabu-KM 78.9408410 86.611700 104.8788 0.9 

%Improve* 18.70 10.52 -7.61 99.06 

* Comparing with the result of SA algorithm 
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In our experiment, we also compared the result of new 

algorithm with other metaheuristic algorithms such as 

genetic algorithm, simulated annealing, ant colony 

optimization, and tabu search which are published in 

Shelokar et al. (2004) [17]. The results are presented 

for Iris and Thyroid datasets in table 3 and table 4 

respectively.  

 
Tab. 4. Results obtained on Thyroid dataset 

Method FBest                       FAvrg                        Fworst CPU Time(s) 

ACO 10111.82776 10112.1269 10114.8192 102.15 

GA 10116.29486 10128.82315 10148.3896 153.24 

TS 10249.72917 10354.315o21 10438.7804 114.01 

SA 10111.82776 10114.04527 10118.9344 108.22 

Tabu-KM 9402.752272 10162.12641 10340.6308 1.1 

%Improve* 7.01 -0.49 -2.23 98.92 

• Comparing with the result of ACO algorithm 

 
Metaheuristic algorithms have to be used in order to 

find near-optimal solutions. They seek for high quality 

solutions at a reasonable computational time, but 

cannot guarantee that a problem will be solved in terms 

of obtaining the optimal solution. In this study, it can 

be observed that k-means algorithm is combined with 

tabu search in order to overcome local optima problem 

in clustering. The comparing results of the clustering 

obtained by five methods with Iris and Thyroid 

datasets respectively are shown in above tables. For 

Iris dataset, the best and average solution values are 

significantly improved. For Thyroid dataset, the best 

solution value is improved in compare with other 

metaheuristic algorithms. The CPU time of proposed 

algorithm for both datasets is showed a very drastically 

improved. The results illustrate that the proposed 

hybrid algorithms can escape from local optima trap 

and find better solutions in most of the cases. 

 
5. Conclusions 

 In this paper, an effective hybrid clustering 

algorithm based on tabu search approach called Tabu-

KM is developed by integrating the tabu space and 

move generator for restricting objects to select as 

center of cluster. Tabu-KM algorithm is used to escape 

from the trap of local optima and finding better 

solutions, in the clustering problem under the criterion 

of minimum sum of squares. To produce the tabu 

space, two strategies are investigated: the spherical 

space around the center of cluster with fixed or 

dynamic radius. In addition, three different strategies 

are discussed to select objects as center of new cluster 

and generate a feasible solution: (1) move to the closest 

object to the center of initial k-means cluster, (2) move 

to the closest object to the center of current cluster, (3) 

move to the closest object to the center of best-so-far 

cluster. All above-mentioned strategies were 

investigated. According to the result, the dynamic 

radius for tabu space and move to the closest object to 

the center of best-so-far solution is utilized to select 

objects out of tabu space as center of current cluster. 

To evaluate the performance of Tabu-KM algorithm, it 

is tested on several simulated and well known datasets. 

Tabu-KM is compared with several typical 

metaheuristic algorithms including simulated 

annealing, genetic algorithm, tabu search, and ant 

colony optimization algorithms. As a result, the Tabu-

KM algorithm can be considered as an effective 

algorithm to find better solutions for clustering 

problems of allocating N objects to K clusters.  
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